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Abstract

Linear logic removes the structural rules of Weakening and Contraction and adds an
S4-like modality (written !). Only formulae of the form !¢ can be weakened or contracted.
An interesting question is whether these two capabilities can be separated, using two
different modalities. This question was studied semantically in a comprehensive paper
by Jacobs. This paper considers the question proof-theoretically, giving sequent calculus,
natural deduction and axiomatic formulations.
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1 Introduction

Girard’s linear logic [16] removes the two structural rules of Weakening and Contraction, i.e.!

L9 Lo,0 =4

Weakening ——— Contraction

Lo w4 Lo w4

This has the profound effect of dividing the connectives into two variants, additive and mul-
tiplicative. (For the most part of this paper, only the (multiplicative) implication connective
is considered.) Unfortunately, a logic without these two structural rules is very weak. Linear
logic restores their effect, but in a controlled way. An S4-like modality, !, is introduced with

the usual rules

Lo 1 Tro

— 1 IR

Lo~y T+ 1o
where !I' means that all formulae in the multiset I" are of the form !v;. The structural rules
are then permitted only on formulae of the form !¢, i.e.

L9 [0 l¢ w9

——— Weakening ———  Contraction
g 1 g w1

However, there is no a priori reason why these two structural rules should be associated
with the same modality. Jacobs [20] has considered the case where Weakening is associated
with one modality, written !, and Contraction is associated with another, different modality,
written !°. However his treatment is, by his own admission, purely semantic. In this paper I
wish to consider the proof theoretic implications of having more than one modality. Thus this
paper should really be considered as an (hopefully interesting!) addendum to Jacobs’ work.

and

2 Sequent Calculus

2.1 Weakening and Contraction

This section considers the logic studied by Jacobs [20]. As mentioned earlier, there are two
new modalities, ! and !¢, which allow formulae to be weakened and contracted, respectively.
Of course, one could study the logic where there are these two separate modalities, with no
interaction between them, but that seems a little uninteresting. Jacobs considers examples
where the familiar modality, !, can be recovered semantically as a particular combination
of the two new modalities. Consequently I shall consider the case where there is another
modality, written !, where a formula !¢ can be either weakened or contracted.
Thus formulae are given by the grammar

¢ = plo—og|!o|¢|l¢

(where p is taken from a given set of atomic formulae). I shall refer to a formula of the form
1o, ¢ or 1°p as a modal formula. There is an obvious ordering on the modalities as follows.

!The majority of this paper will consider only the intuitionistic fragment of linear logic (ILL). The classical
fragment is briefly discussed in §6.
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Sequents are of the form I' - ¢, where I' denotes a multiset of formulae. The sequent calculus
formulation is as follows.
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The rules concerning the modalities probably need further explanation. All three modalities
have the familiar introduction left rule (!¢,1%,!). As discussed above, the motivation is that
formulae of the form "¢ or !¢ can be weakened (Weakening, Weakening!). Similarly formulae
of the form !¢ or !¢ can be contracted (Contraction,Contraction'). The interesting rules
are the introduction right rules for the modalities. As mentioned in the introduction, the
normal restriction is that when introducing an S4-like modality, O, on the right, the left hand
side formulae must all be of the form O;. As we have an ordering on the modalities, this
restriction must be changed to the following: to introduce the modality O on the right, the
left hand formulae must all be of the form o1); where o > 0. This generalisation is discussed
further in §2.3.
The important property of this formulation is that it satisfies Gentzen’s Hauptsatz.

Theorem 1. This formulation satisfies the cut-elimination property.

Proof. The proof is a simple adaptation of the proof for (single-modality) ILL [10]. The two
interesting cases are the following.
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This cut is reduced to the following.
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(where the double lines represent multiple applications of the rule.)
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This cut is reduced to the following.
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One can see the ordering of the modalities in the following derived rules.
Lemma 1. The following are derived rules.

I _ I _
—— Orderingg ———— Ordering,

R ) [l =9

2.2 Linearity, Weakening and Contraction

In earlier work [9] I considered a version of ILL where there is a family of modalities.” The
motivation was that proofs in intuitionistic logic (IL) would be translated into this logic using
a variant of the Girard translation, e.g. for the function type

o défyi

o= 7l o] —ol7|®

where 7 indicates the usage of the argument. From an computational perspective, three kinds
of usage are worth distinguishing: where the argument is not used, where it is used exactly

This idea has been re-discovered, in various guises, by a number of people e.g. [2, 15, 27, 22, 28].



once, and where it used many times. An ordering of modalities is then naturally induced and
is as follows.3

<1 £ 1 >1
0 1 >1
The computational intuition of this translation is summarised by the following table.

the type 1is assigned to a function which

p—o1p  uses its argument zero times

"¢p—o1p  uses its argument once

>Lp—otp uses its argument more than once

ISlp—otp uses its argument either once or not at all

I#1p—otp uses its argument either not at all or more than once
IZlp—otp uses its argument either once or many times

Wep—otp  uses its argument an unknown number of times

Again, using the same methodology of the previous section it is quite straightforward to
give a sequent calculus formulation of this logic.
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Cut
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3In earlier work [9] an inference system based on this type system was considered. In this setup the usage
information (modalities) is determined by the solution of a set of constraints. In the case where recursion is
present, one possibility is to find fized points of constraint equations. Thus we would naturally add a least
element, L, to the ordering.
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Theorem 2. This formulation satisfies the cut-elimination property.
The ordering of the modalities is reflected by the fact that the following are derived rules.
LV ) | )

——— Ordering; (j > i) .
L,V o I'+"¢

Ordering, (i <)

2.3 Generalised System

The reader will have noticed that, to some extent, much of the work in giving the sequent
calculus formulations in the previous subsections was quite automatic. This can be formalised
as follows.

Definition 1. A multi-modality ILL, (P, —, M, <), consists of

P a set of atomic formulae
M ={r a family of modalities
<C M x M an ordering on the modalities.

Lemma 2. A sequent calculus formulation of a multi-modality ILL, (P, —, M, <), consists
of the rules
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Of course, this will only yield a logic with left and right introduction rules for the modalities.
If we wish to add capabilities (extra rules) to modal formulae (e.g. allow formulae of the form
"¢ to be weakened), then one should ensure that this capability is inherited by the modalities
which are greater in the modality ordering. This can be seen quite clearly in the formulations
of §§2.1-2. For example, in §2.1 the ‘capability’ of the ! modality is the Weakening rule—
this is inherited by the !(>!") modality, yielding the Weakening' rule. Of course, there is no
guarantee that this procedure will yield a well behaved proof theory—one can propose any
number of bizarre rules! The point of this section is to demonstrate that if one does have
a well behaved logic with multiple modalities (presumably verified by some form of model
theory), then there is a simple method for deriving a sequent calculus formulation.

3 Natural Deduction

3.1 Modalities

The problems with presenting S4-like modalities in natural deduction are discussed by Prawitz [24]
and re-explored by Bierman and de Paiva [12]. The elimination rule is quite straightforward,
i.e.

O¢

_Dg

The problem lies in giving an introduction rule. Obviously we have to ensure that the open
assumptions are of the form O¢;. A first attempt at the introduction rule would be

O¢y -+ - O



where the assumptions must all be modal. The problem is that this rule is clearly not closed
under substitution. For example, substituting for O¢;, the deduction

e A Og¢y
Oy

we get

@ A O¢y
1AV
O¢y -+ - Oy,

(G
—Og
Oy
which is no longer a valid deduction, as not all the open assumptions are modal.

In his monograph [24, Chapter VI] Prawitz suggests a notion of “essentially modal” formu-
lae. What this amounts to is a relaxing of the restriction that all the undischarged formulae
are modal, but rather that there is somewhere in the deduction a complete set of modal for-
mulae which could have had deductions substituted in for them. In tree-form this amounts
to the rule (where the complete set of formulae is O¢y - - - Oy )

A Ay,
S
¥
o

O

but, as Bierman and de Paiva show [12], this forces an isomorphism O¢ = OO¢ (which is not
true in many models of interest). A solution is to not only insist that all open assumptions
are modal, but to immediately discharge and re-introduce them, i.e.
[B¢: - --Ogy]
O¢y ... Ogy (4
Oy

(The semantic braces, [---], serve to remind that all the assumptions must be modal and
discharged.) It is easy to see that this rule satisfies the property of closure under substitution.

This formulation was first used for the ! modality of ILL by Benton et al. [7] and for
the necessity modality of the modal logic IS4, by Bierman and de Paiva [12]. Subsequently,
a number of other presentations of the modality have been proposed for ILL; most notably
Barber’s dual context formulation [3] and Benton’s dual system formulation [5]. All three
presentations will be considered, although for brevity I shall take only the three modality
logic described in §2.1.

Oz

3.2 Single context formulation

For compactness, deductions are written in ‘sequent-style’, i.e.
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where I" is the multiset of open assumptions (and is often referred to as the context). The
formulation is as follows.
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The modality ordering is preserved in this formulation, as given by the following lemma.

Lemma 3. The following rules are admissible.

| RN S Lrlo
—— Order; ——— Orders
| RGN =) re+-1"¢
Lo w4 Lrlo
—— Orders Ordery
| RGN =) L1

As normal a substitution rule is admissible, i.e.

¢ A, 1)
LA+

Substitution



It is easy to see that this formulation is equivalent to the sequent calculus formulation given
in §2.1, in that deductions can be mapped from one formulation to another. For example,
consider the following instance of the sequent calculus rule 3.

ol v
e T
Mol g

Assuming that the upper sequent is mapped to a deduction D, the instance of the rule can
be mapped to the following natural deduction.

o 19 e 1 b N
g 1 1 10 *

Following this line of argument it is quite simple to show that the two formulations are
equivalent (where a deduction in the sequent calculus formulation is prefixed with = and in
the natural deduction formulation F%).

Theorem 3. FV ' + ¢ iff F°T  ¢.

3.3 Multi-context formulation

Recall the problems discussed in §3.1: one of the difficulties with the introduction rule was
ensuring the condition that all the open assumptions (the context) were modal. An alternative
would be to split the context into two, where one part contains only modal formulae and the
other the non-modal formulae. The condition then becomes a check that the non-modal
context is empty. More precisely, judgements are of the form

Ao

where I' is the modal context and A the non-modal context. To reiterate: the idea is that
this judgement corresponds to the judgement

ar,A v~ ¢

of the system described in §3.1.

This ‘multi-context’ approach was studied comprehensively in the context of ILL by
Barber [3] and in the context of cut-free proof search by Hodas and Miller [19]. To handle
the multiple modalities, judgements are now of the form

A 0K ¢

where I is the ! context (multiset), A the !° context (set), ¥ the ! context (set), and © the
linear context (multiset). In other words, it can be thought of as representing the judgement

T 1A, 18,0 + ¢

of the system described in §3.2.
The formulation is then as follows.
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It is worth making a few observations about this formulation. Firstly, the Identity rules

build-in the Weakening rule for the ! and ! contexts. Secondly, consider an instance of the
Identity® rule

&

= 9= —F .

Using the intuition above, it represents the judgement

0 + ¢.

Thus the Identityw’c’! rules all have an implicit modality elimination action. Secondly the
handling of the !° contexts needs some explanation. Counsider the —og rule. The idea is
that the formulae which are considered common to both upper deductions (A) are implicitly
contracted in the lower deduction. Thus in the lower deduction A; A" and A” must be disjoint
sets of formulae. This allows the contraction rule to be admissible in the !¢ context.* Finally,
the reader should note that the ! and !; rules both have an implicit weakening action.

This formulation admits a number of admissible rules.

Lemma 4. The following rules are admissible.

A0 ¢ A0 ¢ '
Weakening Weakening’

LA 50 ¢ DAE, ;0 ¢
DA, Y50 ¢ DAY, 0,90 ¢ :
Contraction® Contraction’

DA S0 ¢ DAE, ;0 ¢

4An alternative formulation would be to make the ! a multiset and provide an explicit contraction rule.

10



[A; Y0k ¢ [54;%,0,1, 1 - ¢
Weakening' Contraction’
[4;%,0,"Yp ¢ [A; 5,0, ¢

[AA S0 ¢ I'AA" 50", 09
LI AA A Y:0,0" -4

Substitution

The modality ordering is reflected in the following admissible rules.

Lemma 5. The following rules are admissible.

[0, 5,0 ¢ I8, 5,0 ¢

Order}, Order?.
A Y, 9,0 ¢ [A;8,9;0- ¢
[A;5;,0,0 9 [A;5;,0,0 ¢

Order?, Order?,
[0;A;3;,0 9 A ¢; 3,0 -9

Two other interesting derived rules are the following.

A Y09 AN, 0-19
——— Ordery, —— Order}
A S0 A 301

3.4 Multi-system Formulation

Another intriguing presentation of modalities was given in the setting of ILL by Benton [5].
In the multi-context formulation given in the previous section, the idea is to have different
classes of formulae, but only one class of deduction. In the multi-system formulation we
allow different classes, or worlds, of deduction as well. Modalities are then decomposed into
operations which move formulae between one world and another. Our three modality logic
yields four worlds which are connected as follows.

The form of a formula determines which world it lives in. Formulae are given by the following
mutually recursive grammars (where p is again taken from a given set of atomic formulae).

1 —formulae 6 == p|O—0|F“(y)|F(9)
w — formulae v == GY(0) | F!w(a)

¢ —formulae & == G°(8) | F* (o)

! — formulae o = G!w(v) | G!C((S)

11



I shall use the appropriate capital Greek letter to denote a multiset of formulae, e.g. A
denotes a multiset of c-formulae. Corresponding to the four worlds there are four forms of
deductions, which are as follows.

El—g g
v A d
DYy y A; Y. 0
A d L. 4
N » o
A Y010

The multi-system formulation is then as follows.
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—XFcd S GY(0)
—'C I H&
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Benton’s formulation follows closely the categorical construction behind the logic. Briefly,
modalities are modelled by certain sorts of comonads. These comonads generally give rise
to an adjunction between categories, where the adjoint functors are represented explicitly in
the formulation by the F and G operators. The categorically inclined reader is referred to
Benton’s paper [5] for further details concerning this approach and to Jacobs’ paper [20] for
details of this setting.

An important property of this formulation is that the substitution rule is admissible, i.e.

AA: Y016 I AA":3:0" 0,0
OIS AA A" 30,0 -, 6

Substitution

As expected the structural rules are admissible in the appropriate context, i.e.

A Y010 A ;060
Weakening, Weakening,
Ly A Y010 DAY, 0,010
IA6,0,2;,01,0 A X, 0,0;0 1, 60
Contraction; Contractions
A6 X;01, 0 A X,0;,01,0

A more detailed study of this formulation is left for future study. The following list gives
some rules which are valid in the formulation.

Ly A;50 6 [A;8:0,0-, 6
A 8,0,F(y) 0 0 [,GY(0);A; ;0,6
[ A;8,0 -0 [A;%,0,06

[,GY(FY(7)); ;5,06 T;A;%;0,FY (G () 1, 0'
[6,A;2;,01,0 [;G°(0),A;3;0,0 -, 6
[;A;%:0,F(0) 1, 6 [;G0),A; 2,0, 6

[;G°00),A; ;0,060 T;G°(0),A;3;0,0,0 . 0'
A8 0,F(G(0) -6 T54;5;0,F(G(0)) +, ¢’

F,F!w(a);A;E;@I—l 0 F;F!c(a),A;E;@I—l 0
A3, 0,01, 6 A3, 0,01, 6

4 Axiomatic Formulation

Axiomatic, or Hilbert-style, formulations are probably the more familiar method of presenting
modal logics and so, for completeness, I shall give an axiomatic formulation of the three

modality logic of §2.1.
The axiomatic formulation consists of the following axiom schemas.

I: ¢—o¢
B: ()—op)—o((¢—oth)—o(¢—op))
C: (9—o(—op))—o(p—o(p—op))

W (I%g—o(lgp—otp))—o(!*p—or)
W (lp—o(lg—oy))—o(lp—op))

13



kY ¢p—o(!“YP—og)
k' : ¢—o(lip—o9)

TV Wgop
qu; 1wg olwiwg
KV 1 (gop) (1 g—oly)

T¢: “p—o¢
4¢; Ip—ollcqp
K 1(g—ou)—o(1*6—lY)

T : lp—o¢

4" lp—ollg

K': (¢p—otp)—o(lp—olrh)
order¥ : l¢p—ol¥¢p
order®: lgp—ol¢¢p

The axiom schemas have been given names which, apart from the last two, should be fa-
miliar to the reader well-read in modal logics [14] (T,4,K) and combinatory systems [18]
(I,B,C,W,k).°> In addition to the axiom schemas there are the following rules (cf. [26, §9.1]).

—— Identity —— Axiom (¢ an instance of an axiom schema)

(o} o ¢
'+~ ¢p—oy AF¢
LA+

¢ % %

|w lc

Modus Ponens

|—!’”¢' |—!C¢5' |—!¢'

It is essential to note that in the three modality rules, the context must be empty. An
important property of this axiomatic formulation is the following, which is often called the
‘deduction theorem’.

Theorem 4. IfI',¢ + 1) then I' + ¢p—o1p.

Proof. This follows by a simple induction. It is clear that the converse holds by an application
of Modus Ponens. m

It is relatively easy to see that this formulation is equivalent to the other formulations of this
logic. For example, consider the following instance of the sequent calculus ! rule.

L
W Th 1 1

Assume that we have an axiomatic deduction D of the upper sequent. We can then construct
the following axiomatic deduction (where for compactness, only the names of axioms schemas
have been given).

°It is unfortunate that there are two K combinators in the literature. I have used a capital to distinguish
the modal combinator.

14
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D.T.

B Y1 g—o!Y (Iih—op)

(% g—ol”1"¢) (1" p—ol” (o)) - 4"

Yol (lp—op) o =1%9
- K" Yo 1= 1"(1p—oyp) B F order”
B Yo 1 1Ylh—olop - (lp—o!lyp)—o(lp—o!¥lp) 1 4
¢ 1 (1p—o!“!h)—o(lp—o!™ ) 1Yol 1y
Yo - 1p—ol¥p I 1Y
el 1Yy

(D.T. denotes an application of the deduction theorem.) All the other sequent calculus
rules can be translated in the same (lengthy!) way. Combining this with Theorem 3 gives
an equivalence theorem between all three formulations (where a deduction in the axiomatic
formulation is prefixed —4).

Theorem 5. (Equivalence) F4T +— ¢ iff 5T o iff FV T + ¢.

5 Term Calculi

5.1 Typed A-calculi

The Curry-Howard correspondence relates natural deduction formulations of logics with cer-
tain A-calculi. The prototypical example is the correspondence between the natural deduction
formulation of propositional minimal logic and the simply typed A-calculus. The correspon-
dence between ILL and the resulting linear A-calculus has been studied quite closely [10].
In this section I shall describe the A-calculus which corresponds to the multi-context natural
deduction formulation of the three modality logic of §3.3.5 Of course, there are A-calculi
corresponding to the single context formulation of §3.2 and the multi-system formulation of
§3.4—these are left to the interested reader.
Raw terms are given by the following grammar.

let M be!Y2zin M w — Dereliction
let M bel!°zin M ¢ — Dereliction
let M belzin M ! — Dereliction

M = x Variable
| Az M Abstraction
| MM Application
| ™M w — Promotion
| °M ¢ — Promotion
| M ! — Promotion
|
|
|

A similar calculus has been (independently) considered by Maraist [21]. Further details of this calculus
are given in §7.

15



where = is taken from some countable set of variables. Typing judgements are written
[ A; 3,0 > M: ¢ where I' and © are multisets of pairs of variables and types, and A and X

are sets of pairs of variables and types. The rules for forming valid typing judgements are
given below.

Identity Identity®
i Yzo>a¢ Fx:g;,— X —D>xo

Identity® Identity'
Dz —D>a: g =Xz, —D>ao

OA;3,0,2: 0> M:
[A;3;,0 > Az .M : p—otp

—o

;A A S:0 > M:p—orp I";A,A";2;0 > N:¢
A A A" 30,0 > MN:y

—O¢

L= 3—->M:¢ o A A S:,0> M: Y I",x:gf);A,A”;E;@'DN:dJ'
w

L= 5 - IOM: 10 T,I; A, A, A" 30,0 > let M be Yz in N:ep
— A =D M: ¢ ; CAA: S, 0> M: 199 F';A,w:qﬁ,A";E;@'DN:@/J'C
DA S —>IM: 1% * LI AA A" 20,0 > let M be!“zin N:vp '
—;—;E;—DM:¢!I AN ;0> M: ¢ F';A,A”;E,x:q&;@'DN:w!g
;=% —plIM: 1o LI AA A 30,0 > let M belwin N:p

In §3.3 a number of admissible rules were identified. Here they are repeated but annotated
with the corresponding linear A-terms.

[A; 30> M: ¢ OA;3,0> M: ¢
Do A0 > M9 T A8 2:0;0 > M: ¢

[A; ;0> My
DA Y0, 2: "o > let e be !y in M:

(y € Pv(M))

DA 2, y:0; 5,0 > M: ¢ DA S 2, y: 0,0 > M: ¢
DAz 5,0 > Mz, y =20 T3 A8, 220,00 > Mz,y :=z]: ¢

DA Y;0,2: 1%, y: 10 > M:
[5A;8;,0,2:19 > let z be 1w in Mz, y :=!"w]: ¢

D,z A ;0 > M:1p DA 2:4;%,0 > M: ¢
DA R, 400 > Mz =yl DA R, y: ;0> Mz o=yl
[0;%,0,2:0 > M:1 D;A;8:0,2: 0> M:
Doy A S0 > Mz o=yl DiAy: s 5,0 > Mz o=yl
[0;%,0> M:1¢ [0;%,0> M:1¢

DA ;0> let M be!YzinYz: o T5A;%;0 > let M be!“ain92: 199
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Associated with the linear A-terms are a number of S-reduction rules. These correspond to the
elimination of unnecessary detours (created by introduction-elimination pairs) in the natural
deduction formulation. The reduction rules are as follows.

B
i

(Az.N)M ~p3 Nlz:
let "M be!"zinN ~p3 Niz:
let I°A bel°zin N ~p [z :
let!M belzin N ~p [@

88
i

)
ii
SEER

]
]
]
]

As expected, these rules satisfy the so-called subject reduction property.
Lemma 6. If[';A;3;0 > M:¢ and M ~5 N then I'; A; X0 > N: ¢.
Moreover we can show that all sequences of B-reductions are finite.
Theorem 6. The reduction system is strongly normalising.

Proof. This can be proved by conventional means (cf. [10, Theorem 18]) or by a variant of
Benton’s translation into System F [6]. ]

There are a number of additional reduction rules, the commuting conversions, caused by the
‘parasitic formula’ [17, §10.1] in the modality elimination rules. As Girard has shown they
can also be seen as naturally arising when considering the subformula property [17, §10.2].
For this calculus there are twelve commuting conversions, which are as follows.

(let M be "z in N)P

(let M be !°z in N)P

(let M belxzin N)P

let (let M be!™z in N) be Yy in P
let (let M be!“zin N) be !°yin P
let (let M be!“zin N) belyin P
let (let M be !z in N) be!Yyin P
let (let M be!°zin N) be [°yin P
let (let M be !¢z in N) belyin P
let (let M be !z in N) be "y in P
let (let M be!zin N) be!°yin P
let (let M be!lxzin N) belyin P

let M be "z in (NP)

let M be !°zin (NP)

let M belzin (NP)

let M be "z in (let N be "y in P)
let M be !z in (let N be I°yin P)
let M be!™zin (let N belyin P)
let M be!“xin (let N be "y in P)
let M be °xin (let N be !°y in P)
let M be °zin (let N belyin P)
let M be !z in (let N be !y in P)
let M be !z in (let N be!“yin P)
let M be!zin (let N belyin P)

0022222222822

Q

Theorem 7. The reduction system (extended with the commuting conversions) is confluent.

Proof. This can be proved by standard techniques [4]. |

5.2 Typed Combinators

The Curry-Howard correspondence also relates axiomatic formulations with systems of typed
combinators. The prototypical example is the correspondence between the axiomatic formu-
lation of propositional minimal logic and the S,K,I-combinatory system. Again this rela-
tionship has also been studied quite thoroughly for ILL [10]. In this section I shall describe
the combinatory system which corresponds to the axiomatic formulation of §4. In the next
section I consider a multi-context formulation of this combinatory system.

Raw combinatory terms are given by the following grammar.
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S = Variable

| I,B,C,W, k% k' order”, order®,

TY, KY,4% T¢ K, 4°,T' K, 4' Combinator
| SS Application
| ™S w — Promotion
| I°S ¢ — Promotion
| IS ! — Promotion

where « is taken from some countable set of variables. Typing judgements are written [' =
S:¢ where I' is a multiset of pairs of variables and types. The rules for forming valid typing
judgements are as follows.

Identity Combinator

TP =z = c:¢

I'= S:p—y A=T:¢
Modus Ponens

T,A = ST:v)
= S:¢ o =S¢ o :>S:¢>'
SIS we =119 1516

It is important to note the restriction on the last three rules: the combinatory term, S, must
be completely closed (i.e. contain no free variables) for the rule to be validly applied.

Associated with these combinators is a notion of reduction (often called ‘weak’ reduction),
which is written ~»,.

IS ~y, S
BSTU ~» S(TU)
CSTU ~, SUT

WwesT ~y STT
WST ~» STT
kY ST ~y S
KST ~, S
TvIvS ~y S
4UIvsS  ~,, IWIvg
KW IPSIWT ~,, 1W(ST)
TC!1S ~y S
4°165  ~s,, lles
KOS 1T~y 19(ST)
TS ~y, S
4'1s ~y, 1S
K'ISIT ~y 1(ST)
order¥!S ~», %S
ordert!S ~» les

g

As expected these rules satisfy the subject reduction property.
Lemma 7. IfI' = S:¢ and S ~, T then I' = T ¢.
A constructive proof of the deduction theorem (Theorem 4) corresponds, via the Curry-

Howard correspondence, to an abstraction algorithm for removing variables from a combina-

18



tory term. Abstracting a variable x from a term S (where = occurs free in ) is written [z]S”
and can be defined as follows (where FV(S) denotes the set of free variables of a term .5).

lef C([x]S)T z € Fv(S)
[=]5T = {BS([x]T) 2 € Pv(T)

Lemma 8. IfI",z: p = S:9 then I = [z]S: p—o1).

Theorem 5 shows that there is an equivalence between the natural deduction formulation and
the axiomatic formulation. Using the Curry-Howard correspondence, this can be lifted to a
translation of the linear A-terms from §5.1 to the typed combinators of this section. This
translation, [—], is defined as follows.

def !

[W:T;— ez p>a:¢] = disc”(w,disc (€, z))
[W:D,x:¢p;—; € 55 — > a: P et disc (@, disc' (¢, T )
[W:T;z: ;€55 — D z: ¢ & disc" (w, disc' (€, T° z))
[W:T; = e: 2,2 p; — D x: P L disc? (@, disc' (€, T' ))
[D;A; 5,0 > Aw: ¢p.M: p—ot)] def [z][M]

[[;0; 20> MN:y] &

[T;A;%;0 > let M be !z in N: ]
[Z:1;—; 43 —> 1Y M: 1Y ¢]

[M][N]
(B ([z][N]) T%) [M]

(B(KY (--- (BKY S) (Border” 4'))y: ---)) (B order® 4') y,,

def

def

where
S L BEY (- (BEYT)AY)z: )4 )z
T ® (e Blea]® (- B[y IMDT - ) T TV )TY)
[T, 20> let Mbelwin N:y] = (B ([2][N]) T°) [M]
[0:T: 2 A G 5 1M 156] def disc® (@, (B (K® (--- (BK® S) (B order® 4'))y; - --)) (B order® 4') y,)
where
g def (B (---(B(X°T)4&%)w1---))4%)xn
T L @ (] Blea)® (] - B(lya)[MDT ) T) T )T
[[;A; 50> let MbelzinN:y] € (B ([2][N]) T) [M]
[0:T; = 7: 3 —>IM: 9] = dihscw(“i (B (- (B(K S5)4)y1-) 4)yn)
where
S E 1@ (B (M) T ) T

where I have made use of the following macros.

disc(z1,...,xy,S) def KY (- KY (RY Sawy) @o -+ +)
disc'(z1,...,2,,95) def K (k& Sz)ry-)z,

5.3 Multi-context Typed Combinators

It is quite possible to employ the multi-context techniques from §3.3 to the combinatory sys-
tem from the previous section. The grammar for raw combinatory terms remains unchanged,
but typing judgements are extended with multiple contexts. Typing judgements are now of
the form I'; A; 3,0 = 5: ¢ where I' and © are multisets of pairs of variables and types and
A and X are sets of pairs of variables and types. As in §3.3, the judgement

A N,0= 5S¢

"This is written A\*z.S by Barendregt [4].
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is meant to represent to correspond to the judgement
TV IFAIE, 0 = St ¢

from the system in the previous section. Thus I' is the ! context, A the !° context, X the
! context and O the linear context. The advantage of this multi-context formulation is that
the rules for forming Promotion terms become less restrictive: before the term had to be
completely closed before application. The rules for forming valid typing judgements are as
follows.

Identity” Identity®
Daig;— X —=> a0 e X — = a0
Identity’ Identity
=3 a0, —=>x: ¢ O— 3= a0
Combinator
Ii—i—=co

[54,A% 5,0 = S:g—oy I';A A 5;0" = T
DTG5 A A A ;0,0 = ST

Modus Ponens

c

r,—%—-—=2S59¢ \ - A =59 .
D= 8- =219S:1% DA — 2195015

— =X —=5:¢ |

;- % —=151¢ .
As a variable can now reside in one of four contexts there are now four different variable
abstraction algorithms. Abstraction of the variable z from the combinatory term S is written
as either [2"]S, [z¢]S, [2']S or [2']S depending on whether  is taken from the !“, !¢/ ! or
linear context, respectively. The algorithms are as follows.

[]e € 1
@sT = {gg?l[]xsl])TT) iiiiﬁ%
e {2
s T = {ggx(l[];])TT) iiiiﬁii
[z@)(1vS) € B (K 1v[zv]S) 4
)z & T

]ST % we (C(BB[2]S) [+°]T)
[z°](1cS) X' B (ke 1°[2°]S) 4°

e = L, 0

21ST ¥ W (c(BB[29) [2']T)

[2](9) ¥ B (K ![219) &'
[#](vS) € B(KY!1¥([2']S)) (B order® 4))
[](c5) < B (ke 1°([4']S)) (B order® 4')
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These abstraction algorithms preserve the typing judgements in the expected way.

Lemma 9.

1. Tz ; A; 20 = S:9p then I'; A 5,0 = [2%]S: p—o1p.
2. IfT; Ay z: p; ;0 = S:¢p then I'; A; 350 = [2€]S: p—o1p.
3. IfT; A8, 2: ¢;© = S:4p then T'; A; 50 = [2']S: p—oh.
4. IfT; A;2;0,2:¢ = S:¢p then T'; A; 20 = [2]S: p—o1p.

One advantage of these multi-context combinators is that the translation of the linear \-terms
of §5.1 becomes quite succinct.

;=% z:p>a:g] =
[C,2:¢; =5 —>a:g] =
[D;z:¢;8—>a:g] = =
[D;—; 3, @ ¢; — > x: P x
[z

[[;A;5;,0 > Az: . M: p—op] = [2'][M]
04,50 MN:¢] = [M][N]
[C;A; 80 > let M be!zin N:ypy] % ([z*][N]) [M]
[Z:T; = y: 2 — > M: 1Y e “[M]
[[;A; 50 > let M be zin N:op] = ([@°[N]) [M]
[ A7 S —>eM: 9] < 1°[M]
[[;A; 0> let MbelzinN:yp] < ([][N]) [M]
[T;—;y: 2 —>IM: 1] def I[M]

6 Classical Systems

This paper has only considered the intuitionistic fragment of linear logic. The methods de-
scribed herein can be transferred quite simply to the classical fragment. The duality inherent
in the classical setting means that for each modality there is its dual, which in the linear
setting is written 7. Thus considering the classical version of the three modality logic of §2.1,
the grammar for formulae is now

¢ = p B [o"

| e [ |16

| g 76 |76
(Instead of linear implication, —o, I shall consider the multiplicative disjunction, %, and
negation. The implication can be recovered in the usual way, i.e. ¢p—o1) def ¢+®1p.) The

modalities are related via the negation, i.e.

(!w¢)i_ = ?w¢L
(!c(b)L = ?cqu_
(o)t = 79+

A sequent is now of the form I' — A, where both I' and A denote multisets of formulae. The
sequent calculus formulation is then as follows.
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pEp

L9 A I ¢ A
Cut
O,I' - AA
Lo—A Iy rA L ¢,
Lo, T +— A A I~ ¢ByY
'r9¢,A oA
— —— 1y
Lot A LA, ¢t
oA : '-A¢ )
L% - A © A

T ITY ), 79A, 7A
1w

T IT, ¢ - 79A, 7A

WD ITY b 19h, 70 A 7AT
Lo A
S|
L, - A

1T, 1T 1= b, 7°A, 7A
Ic

DI 7% - 7UA 7A! ©

ow

F'-A¢
9c

=A% ©

01T, 6 = 7°A, 7A

T AT b= 19, 20, 7A <

T, 1T, 76 1 760, 7A! ©

2c

Lé w19 I'+A4A¢
e ![; _— ?’R
Lo vy A7
A 1, 7A o +7A
_— !’R _— ?L'
A 19, 7A 70 +— 7A
A A
——  Weakening ——  Weakening
[1% - A “ I A, 7% ®
rrA ' A '
——  Weakening — Weakening’,
Lo rA '-A4A7¢
Lg% - A L' A77%,7
—— Contraction, —— Contractiong
Lo A - A7
g lo - A ' L' A?¢,7¢ '
—— Contraction, = ———————— Contraction,
Lo - A - A7¢

Again it can be shown that this formulation satisfies a cut-elimination property. Two-sided

sequents I' +— A can be rewritten as a one-sided sequent

— 'Y A. This allows for a

more compact presentation and leads directly to a proof net formulation. This is left to the

iterested reader.
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7 Conclusions

This paper has considered logics (principally intuitionistic linear logic) with multiple modal-
ities. An important example is where the structural rules of Weakening and Contraction are
permitted via separate modalities. Jacobs [20] has shown that semantically this situation oc-
curs quite naturally. I have shown how one can give both sequent calculus, natural deduction
and axiomatic formulations of such logics.

The A-calculus of §5.1 is a language which distinguishes explicitly at the type and term
level between those objects which are used exactly once, those which may be garbaged and
those which may be copied. It seems likely that this sort of language could have real practical
use. Many modern functional compilers, e.g. TIL [25] and MLJ [8], use explicit type/term-
annotations to assist in optimisations. One operational detail suggests itself immediately. In
operational treatments of linear A-calculi [1, 11], one is interested in an evaluation relation,
M |} v, which relates closed terms (programs), M, and values, v. This evaluation relation is
normally defined using some form of structured operational semantics [23]. In treatments of
linear A-calculi the ! is treated as a closure, i.e.

M J'M

(one never evaluates under a !). The intuition is that an object ! M could be used any number
of times, including zero, and so it may not be wise to evaluate its body (M). In the multiple
modality calculus there is a more refined picture. An object !YM may not be used, but an
object 1°M is definitely used. Thus this suggests the following three rules.
M v
WMWY ———— IM M
1M |l

A detailed study of the operational theory and an investigation of the practical applications
of this linear A-calculus will appear in joint work with A.M. Pitts [13].

Maraist [21] has also (independently) considered a linear A-calculus, related to that given
in §5.1.8 One difference is that he does not have a distinct ! modality, but rather considers
both combinations !¢ and !“! to be equivalent and equal to !. Thus typing judgements are
still of the form ['; A; 33; © > M: ¢, but there is no introduction rule for ! and two elimination
rules, i.e.

A A S0 M: M F';A,A";$:¢,E;®'>N:¢'
[T A, A A" 5:0,0' > let M be lzin N:1p '

1c

A A0 MY ;A A";2:0,%;,0" > Ny
DT A A A" E;0,0" > let M belzin N:yp

lclw

Of course, as Jacobs has shown [20], it is not always the case that !°!" =!I —presumably
Maraist’s system could be changed to reflect a different semantic picture. Another difference
(cf. footnote 4) is that Maraist makes all four contexts multisets and has explicit weakening
and contraction rules. He also includes a number of “dereliction” rules to move variables
from one context to another. In fact they are unnecessary as they are all admissible rules
(cf. Lemma 5). However the real purpose of Maraist’s work is to study different translations

8T am grateful to Eike Ritter for bringing Maraist’s work to my attention.
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from the typed A-calculus to his multiple modality calculus. A more detailed comparison with
Maraist’s calculus is interesting further work.

This paper has considered only linear logics with multiple modalities. However the tech-
niques described apply to any logic with multiple S4-like modalities. For example, consider
intuitionistic logic with three necessity modalities, written 0%, 0% O¢ which are ordered as
follows.

DC

o¢ ob
A single-context natural deduction deduction formulation of this logic is, by following the
techniques described in this paper, as follows.

Forog
ooy F'¢Dv ¢

o7 D¢
F'-¢Dv | S

Fw~a%y - Tw0O% '+~0%; --- T 0% O%y,...,0%,0%:,...,0%); + ¢
O

A 0%

L'+~0%
— 0

| N )

a

&

D-0%); - Te0O%y T -0%; - I'D0%, O%;,...,0, 0%:,...,0% ¢
O

LA +0%

L+0% ,
— 0O

'ro¢

&

Fl—Dcd)l Fl—DCZ/)k DC@ZJl,...,DC@ZJk |—¢
DC

LA O

A

L'+ 0O%
—u

| I S

‘e

A detailed study of intuitionistic and classical modal logics with multiple modalities is inter-
esting future work.
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